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Abstract
The automatic retinal screening system (ARSS) is a valuable computer-aided diagnosis 
tool for healthcare providers and public health initiatives. The ARSS facilitates mass retinal 
screenings that analyse retinal images and detect early signs of vision-threatening retinal 
diseases. The degradation in retinal image’s naturalness causes imprecise diagnosis. This 
paper proposed a quality assessment method that is suitable for ARSS and is important for 
closing care gaps and reducing healthcare costs in the field of healthcare. A no-reference 
(NR) quality assessment method utilizing natural scene statistics (NSS) and the multi-res-
olution approach is developed to detect retinal image quality. Image quality classification 
is performed combining NSS features and statistical featurenns of retinal image. A support 
vector machine classifier is used to map the retinal image features and find image quality. 
The proposed method is compared with existing NR image quality assessment methods. 
The results show that the proposed method has improved accuracy, recall, precision and 
F-measure values of 3.42%, 3.66%, 1.63% and 2.66%, respectively, over the competing 
methods, demonstrating its suitability for ARSS.
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1 Introduction

Retinal disorder in different components of the eye, such as the retina, optic nerve, iris, 
lens and pupil, leads to visual impairment and vision loss [1]. The leading causes of blind-
ness are glaucoma, diabetic retinopathy (DR), age-related macular degeneration (AMD) 
and cataracts. The primary cause of blindness is AMD, which damages the macula and 
results in central vision loss. The second leading cause of blindness is glaucoma, which 
affects the optic nerve and results in peripheral vision loss. Retinal damage is irreversible. 
By 2030, the global DR patient population is expected to reach around 439 million. World-
wide, 2.2 billion people suffer from visual impairment and approximately 1 billion people 
suffer from retinal disorder, which may possibly be avoided. In India, 25% of people over 
the age of 50 are visually impaired. Among them, blindness prevalence is at 1.99%. Visual 
impairment and blindness due to preventable causes is at 97.4% and 92.9%, respectively 
[2]. A premature retinal disease diagnosis is essential to stop the disease’s progression. As 
early signs of retinal diseases are absent, detecting retinal disease is highly essential. In the 
case of mass screening, manual detection is not always effective due to the requirement of 
an expert and the length of time the procedure takes. Automated retinal diagnosis over-
comes the above-mentioned challenges. The automatic retinal screening system (ARSS) 
facilitates early retinal disease diagnosis [1]. A reliable ARSS requires accurate diagnosis 
and is strongly reliant on retinal image quality. Factors responsible for retinal image qual-
ity degradation are loss of focus, patient movement and a non-dilated pupil. Sudden vision 
changes, refractive error and eye strain cause loss of focus. Figure 1 shows the different 
causes of fundus image quality degradation during image acquisition. The image degrada-
tion results change in pathological structures of retinal image. The main causes of degrada-
tion are loss of focus, patient eye motion during scanning and non-detailed pupil. Factors 
responsible for capturing quality fundus image are: resolution, sensor quality, proper spac-
ing between eye and camera, contrast and flash adjustment.

Fundus image quality can be evaluated by the following [2]:

1. Human perception
2. Full Reference Image Quality Assessment (FR-IQA)
3. No Reference Image Quality Assessment (NR-IQA)

Fig. 1  Factors responsible for fundus retinal image quality degradation
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Human perception is performed through the visual inspection of a retinal image. Visual 
inspection is subjective commonly used for quality assessment. Perceptual quality is evalu-
ated based on colour accuracy, sharpness and contrast. This process is not very effective 
because of potential bias, differences in perception and inconsistencies among observers.

The full-reference image quality assessment (FR-IQA) method uses a reference image 
to quantify the image’s quality by differentiating it from the distorted image [3]. Various 
attributes are used for comparison, such as structural similarity and statistical features 
between the reference and distorted images. The most significant limitation of the FR-IQA 
is its dependency on accessing the reference image. An ideal image version is difficult to 
obtain, so the no-reference image quality assessment (NR-IQA) method is preferred for 
quality assessment. The NR-IQA method quantifies image quality by exploiting degraded 
image features. Based on information contained within it, this method uses statistical mod-
els to assess image quality. The NR-IQA method’s design can be challenging because the 
image features may be captured inaccurately. The NR-IQA method has an important appli-
cation in areas where a reference image is unavailable especially medical images.

The proposed work evaluates retinal image quality without the knowledge of a distor-
tion type or reference image. Natural scene statistics-based (NSS-based) retinal image 
features and multi-resolution based image features are extracted to find the image qual-
ity. Wavelet coefficients characterise the heavy-tailed distribution [4]. This multi-resolution 
based wavelet transform characteristic is used to extract distribution parameters. Tradi-
tional methods used raw image pixels to extract features in thespatial domain.

The principal contributions and novelty of the proposed research include:

• Wavelet-based methods overcome the limitations of structure-based methods by 
extracting retinal features from sub-bands of subsequent wavelet levels.

• The feature-based method using wavelet transform is computationally inexpensive. It 
has multi-resolution features and, thus, maintains consistent performance in different 
resolutions [5].

• This research supports the ARSS and has considerable evidence for the global effort 
against visual impairment caused by retinal diseases.

The organization of this paper is as follows: relevant literature is discussed in Section 2. 
Proposed research methodology is discussed in Section 3. The findings and result analysis 
is performed in Section 4 and observations and overall implication of the proposed work is 
discussed in conclusion, Section 5.

2  Related work

The NR-IQA methods define image quality and reject unsuitable retinal images for further 
diagnosis. Several NR-IQA techniques are implemented in literature considering retinal 
and non-retinal images [6–8]. Distortion, such as noise, blurs and compression is the main 
cause of retinal image degradation and must be considered in quality assessment methods. 
Figure 2 shows the classification of IQA techniques for Fundus images.

Subjective assessment technique involves visual inspection and objective assessment 
involves assessment through mathematical calculations. Subjective assessment is a time-
consuming and expensive method. This assessment result heavily depends on the observ-
er’s emotional and physical condition. It is unsuitable for real-time application. Subjective 
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assessment can be further divided as single stimulus and multi stimulus method. The sin-
gle-stimulus method involves displaying an image for a fixed duration of time, while the 
multi-stimulus method involves randomly displaying a test image to the observer.

Objective assessment method uses mathematical models to automatically and accurately 
predict image quality.Objective assessment method can be classified as FR-IQA, RR-IQA 
and NR-IQA based on the availability of reference or true image.The FR-IQA technique 
is used in the presence of an undistorted original image. In the reduced-reference image 
quality assessment (RR-IQA) technique, a part of thedistorted image is compared.In the 
absence of original or undistorted image, theNR-IQA techniqueis preferred that involves 
extracting features from an image to assess quality. This technique can be classified as 
structure-based and feature-based. In a structure-based technique, retinal image quality is 
determined from segmented structure. The clustering method [9] and blood vessel structure 
[10] are examples of structure-based methods. A structure-based method heavily depends 
on the performance of structure segmentation [13]. The result depends on an image’s struc-
tural features and neglects contextual information. A structure based NR quality assess-
ment method was proposed by Chow et al. [7] formagnetic resonance (MR) images. Lumi-
nance coefficients were used as image feature to find image quality with the hypothesis that 
their distribution vary with distortions. This method achieved high association with human 
estimation for structural images, but failed for functional images.A further improvement 
in this method was proposed by Ou et al. [8]. The authors proposed a blind IQA method 
to find the quality in non-retinal images. Transform domain features are combined with 
statistical features to predict the image quality accurately. The authors considered Gauss-
ian distribution shape parameters and image entropy features with the luminance coeffi-
cient parameters. This method is not suitable for images with acomplex structure because 
of the time complexity in extracting features. A segmentation based IQA method for retinal 
image was developed by Nugroho et al. [16].The authors used blood vessel intensities for 
accessing quality. Their method was effectual for fixed dimension of blood vessels and not 
suitable for smaller or larger size blood vessels. The segmentation methods analyze the 
pathological information in retinal images. The quality assessment result depends on the 
segmentation results of structural data. Segmentation IQA methods are not reliable in the 
presence of noise.

IQA methods are further enhanced by introducing feature based methods. Feature-based 
methods extract and analyse various image features to predict the retinal image’s quality. 
Features such as colour, illumination, focus and contrast are used in feature-based RIQA 
techniques to assess image quality [13, 21]. Feature based IQA methods are based on 
structural analysis and generic statistical features of retinal images. Feature based methods 

Fig. 2  Classification of Fundus IQA techniques
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implement machine learning to improve efficiency and accuracy. A NR-IQA method was 
proposed by Fu et  al. [13] that used colour space information as features. The authors 
designed a colour space fusion network using parallel CNN. Their proposed method 
achieved high accuracy but computationally expensive due to rapid increase in scale of 
parameters. One of the most important challenges in machine learning based model is 
selection of efficient datasets for classification. Table 1 presents overview of existing tech-
niques in NR-IQA considering non retinal and retinal images summarizing techniques, 
datasets, features analyzed and key results.

Existing feature based IQA methods have several challenges like:

• Image features to be considered for the evaluation of quality.
• NSS features are not enough to precisely assess the image quality.
• IQA technique should be able to handle all possible types of distortions.

Existing methods rely on NSS features for assessing the image quality likely: blood ves-
sel structure, morphological changes in macula and optic disc, distortions in colour and 
contrast and blur during image acquisition. The classification accuracy of the existing 
methods was not satisfactory as they failed to consider the statistical features of image and 
noise concepts. The proposed research overcomes the above-mentioned gaps by handling 
widely diverse image distortions. This paper considers both spatial and wavelet domain 
features to construct a model that considers both structural, statistical features and inher-
ent noise to assess image quality accurately. Feature vectors are built with regard to both 
domains. The proposed methodology’s effectiveness was assessed through extensive 
experimentation.

3  Proposed work

In this section, a new NR-IQA framework is presented based on a support vector machine 
(SVM) classifier in a multi-resolution approach. This section also covers the wavelet 
decomposition method, the extraction of features in the wavelet domain, NSS features 
extraction and the SVM classifier.Flow chart of the proposed No-Reference RIQA is sum-
marized in Fig. 3. First, feature vectors were extracted from a fundus retinal image in the 
wavelet domain environment. Signal and noise variance and location parameter features 
were evaluated by statistically modeling the wavelet coefficients. Sharpness, contrast and 
spatial correlation features were calculated by analysing sub-band coefficients. Next, all 
feature vectors were processed through an SVM to be classified as superior (good) or elim-
inate (bad) quality.The features employed in the proposed method are listed in Table 2.

3.1  Wavelet feature extraction

Wavelet transform is a multi-resolution approach, which results in four sub-bands: approxima-
tion, horizontal, vertical and diagonal. Wavelet transform composed of high-pass and low-pass 
filters has the advantages of both frequency and time localisation. Approximation sub-band 
(LL) contains a smoothed description of the original image. Horizontal (LH), vertical (HL) 
and diagonal sub-bands (HH) contain high-frequency information, which defines the detailed 
edge information. Finer edge details are obtained by further wavelet decomposition of the 
approximation sub-band. Wavelet transform separates high frequency components that give 
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noise distribution information in image. Figure 4 shows the first and second level sub-bands of 
retinal fundus image.

3.2  Sharpness and contrast measurement

Sharpness of an image can be obtained through high-frequency information. The diagonal 
sub-band contains the high-frequency components. In this paper, Wavelet Shannon entropy 
[21] metric is used to find the sharpness of retinal image and is defined as:

H and V are the total number of coefficients in horizontal and vertical sub-bands respec-
tively. Sub-band Entropy is defined both for horizontal and vertical Sub-bands.

Contrast [21] in the image is defined as the ratio of high frequency to its low frequency. 
Contrast is defined as:

A is the total number of coefficients in Approximation subband.

3.3  Signal and noise variance and location parameter of wavelet distribution

A suitable, heavy-tailed distribution, the Cauchy probability density function (PDF) was 
implemented in this study to model wavelet coefficients and find thesignal distribution’s vari-
ance and location parameter. Horizontal, vertical and approximation sub-bands were mod-
elled using theCauchy PDF. Inter-scale dependency between wavelet coefficients was utilised 
to extract the parameters of the Cauchy distribution [22]. Cauchy PDF fx(X) with location 
parameter m(real) and scale parameter b is defined as:

(1)Wavelet Shannon Entropy =
1

H + V
(Horizontal subband enropy + Vertical Subband Entropy)

(2)
subband enropy = −

N∑

i=1

��Wi
��
2
log��Wi

��
2

Wi = Wavelet Subband coefficients

(3)Contrast =

⎡
⎢
⎢
⎢
⎣

1

H+V

�∑H

i=1
��Wi

�� +
∑V

i=1
��Wi

��

�

∑A

i=1
��Wi

��

⎤
⎥
⎥
⎥
⎦

Fig. 3  Flow chart of proposed RIQA technique
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As the distributions of wavelet coefficient in HL, LH and HH sub-bands are heavy tailed 
in structure, the authors have chosen Cauchy PDF to find location parameter by model 
these sub-bands. Wavelet coefficient distribution for different types of images is shown in 
Fig. 5. It can be seen that wavelet coefficients distribution in original image differs noisy 
image and, blurred and noisy image.

Gaussian PDF is used for modeling diagonal sub-bands and extract noise variance using 
the following equation:

Figure 6 shows the diagonal sub-band for retinal image for different image quality. From 
the figure it is found that sharp image has more retinal information rather than blurred 
images.

3.4  Spatial correlation

An image’s spatial structure defines smoothness and can be used to evaluate the quality 
factor. The correlation between spatial structures in the wavelet sub-band is used to find 

(4)fx(X) =
(
1

�

)(
b

(X − m)2 + b2

)

(5)�̂2

n
=

(
Median(Diagonal subband)

0.6745

)2

Fig. 4  Wavelet decomposition of retinal Fundus image
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smoothness. Included in the steps for determining structural correlation is the calculation 
of joint empirical distribution fx1,y1(X1, Y1) between the coefficients and neighbourhoods 
at distances d ∈ {1, 2,…… 25} . Next correlation between the variables X1, Y1 is calcu-
lated using the following Eq. (6).

(a) (b)

(c)

Fig. 5  Wavelet coefficient distribution for different quality images (a) Original image (b) Blurred and Noisy 
image (c) Noisy image

Fig. 6  Diagonal sub-bands of retinal image for different image quality
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where E defines expectation operator and �X1, �Y1 defines variances of X1 and Y1 vectors 
respectively. Then �d is parameterized by fitting a 3rd order polynomial and coefficient of 
the polynomial is calculated.

3.5  Support vector machine classifier

The feature classification problem is solved by utilizing a support vector machine (SVM) 
classifier for classifying retinal fundus image as “superior or “Eliminate” [23].

Let vi vectors for i = 1,2,3….N are selected from a feature space V  . The target values 
for each feature vector are associated as Zi ∈ {−1,+1} . A hyperplane that maximizes the 
separating margin between feature vectors is developed for linearly separable features that 
divide the features in two classes. A kernel method is developed in nonlinear case for sepa-
rating two classes.

Let �(v) is the high dimension feature space. Class membership can be found by the 
function sign[f (v)] . f (v) is a function distinguishes two classes and related to hyperplane in 
transformed space. f (v) can be expressed as:

w is the weight vector and b  is the bias of the optimal hyper plain. The main aim is to 
minimize the error and maximize the margin and it can be achieved by minimizing the cost 
function. The cost function is defined as:

The cost function can be minimized by following the constraint:

The shape of the function f (v) is controlled by the regularization parameter C and its 
value is set to 1.�i handles non-separable features is called slack variable.

The optimization problem is further redesigned using a kernel function K(vi, vj) and 
Lagrange multiplier � = [�1, �2, �3, …………… .�N] and is defined as:

max
�

∑N

i=1
�i −

1

2

∑N

i,j=1
�i�jZiZjK(vi, vj) under the constraint �i ≥ 0and

∑N

i=1
�iZi = 0 . 

The proposed method utilizes radial Gaussian basis kernel function defined as:

where � = 1 defines the width of Gaussian kernel.

(6)�d =
Ex1y1(X1, Y1)

[
X1 − Ex1(X1)

]T(
Y1 − Ey1(Y1)

)

�x1�Y1

(7)f (v) = wT
�(v) + b

(8)�(w, �) =
1

2
‖w‖2 + C

N�

i=1

�i

(9)Zi
(
w�

(
vi
)
+ b

)
≥ 1 − �i For i − 1, 2, 3… .N

(10)K
�
vi, vj

�
= exp

�
−1

2�2‖v − vi
2‖2

�
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Fig. 7  Samples of Fundus retinal images with abnormalities from Retinal Image Bank [24] database

Fig. 8  Retinal fundus images with different quality (a) Original image (b) noisy image (c) Blurred and 
noisy image
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4  Experimental results

This section discusses the performance results of the proposed technique against the 
NR-IQA literature methods. The proposed method was validated by 1,500 fundus retinal 
images collected from the Retina Image Bank [24]. Figure 7 shows samples of fundus reti-
nal images with abnormalities from the Retina Image Bank. Figure 8 shows fundus images 
of different qualities. The first row shows good quality images, the second row shows noisy 
images and the third row shows noisy and blurred images. The image data is divided into 
two sets, training and testing in a 4:1ratio. The feature vector values assessed from the 
fundus retinal images were used to train the SVM classifier in two classes: superior and 
eliminate. All the simulation work was performed in a MATLAB environment. Compari-
son results were discussed through evaluation metrics such as average accuracy, recall, pre-
cision and F-measure.

4.1  Performance evaluation metrics

The classifier is desired with high classification accuracy and low misclassification errors. 
A binary classifier was implemented in this study, and the evaluation of the classifier was 

Table 3  Performance evaluation 
metrics of classifier

Abbreviation: TP stands for True positive; TN stands for True nega-
tive, FP stands for false positive and FN stands for False negative

Metrics Procedure

Accuracy TP+TN

TP+TN+FP+FN

Recall/Sensitivity TP

TP+FN

Precision TP

FP+TP

F-measure (2×TP)

(2×TP)+FP+FN

Table 4  Performance comparison of proposed and state-of-the-art methods

Input Methods Accuracy (%) Recall (%) Precision (%) F-measure (%)

Non-retinal images Modified BRISQUE 
[7]

83.66 83.41 91.93 87.46

NBIQA [8] 86.66 85.92 93.44 89.52
Retinal Fundus image Nugroho et al. [16] 88.00 87.50 94.08 90.67

Hamid et al. [21] 88.33 87.00 95.08 90.86
Zago et al. [19] 90.00 88.32 96.13 92.05
Fu et al. [13] 92.66 92.50 96.35 94.38
Raj et al. [12] 93.33 93.59 96.44 94.99
Abdel-Hamid et al. 

[20]
94.00 93.96 96.89 95.40

Yulianti et al. [15] 89.00 88.38 94.59 91.37
Xu et al. [11] 91.33 90.90 95.74 93.25
Proposed method 97.33 97.53 98.50 98.01
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performed through metrics such as average accuracy, recall, precision and F-measure. The 
evaluation metrics are discussed in Table 3.

4.2  Comparison of proposed method with state‑of‑the‑art methods

The advancement of the proposed method was evaluated by comparing it with state-of-
the-art methods, as discussed in Table 4. The proposed method is compared with exist-
ing non-retinal and retinal quality assessment methods, each employing distinct meth-
odology. Non-retinal methods are modified-BRISQUE [7] and NBIQA [8] and retinal 
methods included several studies [11–13, 15, 16, 19–21]. The non-retinal methods were 
simulated for retinal images and the regression method replaced classification. Methods 
such as [16, 21] are based on hand-crafted features and methods [11–13, 15, 19, 20], 
utilise deep features. From Table 4, it is observed that:

• Higher accuracy is achieved by deep feature-based methods than by hand-crafted fea-
ture-based methods. The means that hand-crafted features are possibly less effective 
than deep features.

• Non-retinal quality assessment methods, modified-BRISQUE [7] and NBIQA [8] are 
less effective than retinal quality assessment methods.

• The proposed method shows more favourable performance metrics (97.33% against 
accuracy, 97.53% against recall, 98.50% against precision and 98.01% against F-meas-
ure) than existing NR-IQA methods. The retinal image suitability required for ARSS 
should be free from all types of distortion. The proposed method considered NSS fea-
tures along with noise and signal statistical features in multi-resolution environments 
that precisely classify and differentiate good images from bad images. The performance 
results demonstrate the potential of the proposed method to enhance retinal disease 
diagnoses.

Table 5  Comparison of 
outcomes of classifiers

NRIQA techniques Classifier TP TN FP FN

Structure and generic based NRIQA
  Modified BRISQUE [7] SVM 171 15 34 80
  Xu et al. [11] CNN 180 8 18 94
  Raj et al. [12] CNN 190 7 13 90
  Yulianti et al. [15] KNN 175 10 23 92
  Nugroho et al. [16] KNN 175 11 25 89

Feature based NRIQA
  NBIQA[8] SVM 171 12 28 89
  Fu et al. [13] CNN 185 7 15 93
  Zago et al. [19] CNN 174 7 23 96
  Abdel-Hamid et al. [20] SVM 187 6 12 95
  Hamid et al. [21] KNN 174 9 26 91

Structure and statistical features based NRIQA
  Proposed method SVM 198 3 5 94
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A comprehensive comparison between the outcomes of classifier is discussed 
in Table  5. It is observed that the prediction rate accuracy of the classifiers not only 
depends on the efficiency of the classifier but the efficient dataset over which it works. 
The SVM classifier of the proposed methodology has a high rate of true positive rate 
and low false positive rate over other classifiers of existing methods.
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Fig. 9  Confusion matrix for different methods

Fig. 10  Comparison of accuracy of different methods
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The confusion matrix of the proposed method and five existing methods, according 
to the best F-measure, are shown in Fig. 9. From Fig. 9, it is observed that the proposed 
method’s classification grading accuracy has improved. Compared to deep feature-based 
methods for retinal images, theproposed method achieved superior in classification 

Fig. 11  Comparison of recall parameter of different methods

Fig. 12  Comparison of precision parameter of different methods
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accuracy graded as eliminate, which is more significant than graded as superior and 
avoids the wrong classification.

The proposed methodology’s enhanced performance is further explained in Figs. 10, 
11, 12, and 13. These figures show the range of performance parameters obtained from 
the existing and proposed methodologies. Methods are represented in horizontal axis 
and performance results are represented in vertical axis. These figures show the mean 
performance value for all methods. The accurate predictions of different methods are 
represented by accuracy is shown in Fig. 10. The correctly predicted true positives for 
all methods are represented by recall performance in Fig. 11. Figure 12 shows the preci-
sion parameter for all methods that predicted the genuine true positives. The accuracy 
of binary classifier is described through F-measure parameter as shown in Fig. 13 for all 
methods. These visual representations enrich the understanding of the proposed tech-
nique’s accuracy regarding robust predictions.

5  Conclusion

The proposed method presented a numeric-based NR-IQA. The proposed method is an 
improvement over the structured-based NR-IQA methods. A feature-based vector was 
constructed in this study to analyse and assess image quality. Different features such 
as NSS, image noise and wavelet distribution parameters were integrated through an 
SVM classifier. The retinal image was processed through wavelet transform to extract 
NSS features, including sharpness and contrast. Furthermore, wavelet coefficient mod-
eling was implemented to find the Gaussian noise behaviour in the retinal image as well 
as the location and signal variance information. Next, the spatial correlations across 
all sub-bands were analysed by fitting the correlation function. The proposed quality 

Fig. 13  Comparison of F-measure of different methods
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assessment technique had a higher accuracy than the existing methods. In the future, 
this method may be used to direct the technician to analyse the enhancement required 
for automated retinal disease diagnosis applications and may improve the accuracy of 
diagnosis performance.
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